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Instrucciones

El objetivo de estos “proyectos” es trabajar la capacidad de entender y utilizar un método numérico
a partir de la bibliografia disponible. Para ello, se formaran grupos de cuatro o cinco alumnos, que

1. Buscardn informacién del método(s) en la bibliografia/internet.

2. Elaboraran una pequena memoria donde se describa el método, sus aplicaciones y propiedades.
3. Creardn una hoja de Sage donde se aplique el método a unos cuantos ejemplos teéricos/aplicados.
4. Realizaran una breve presentacion del trabajo realizado.

No todas las tareas han de ser realizadas por todos los integrantes del método, sino que cada uno se
puede ocupar de una parte (y pueden hacerlo constar en la memoria). Se recomienda que al menos
dos personas se encarguen de la parte de documentacién del método y realizacién de la memoria y de
la parte de su aplicacién con Sage (para evitar erratas/errores).

La memoria debe mencionar la bibliografia, que sera el conjunto de referencias utilizadas. En la
memoria, se debe explicar el método y los resultados principales. Si la demostracion de algin resultado
es muy extensa, complicada o utiliza conceptos mateméticos no estudiados, no se incluird y sélo se
citard la bibliografia donde puede encontrarse. La memoria no debe ser extensa (10 pdginas como
maximo), pero es importante que no sea la transcripcién literal de la bibliografia.



Enunciados

1.

Una factorizacién de matrices con aplicaciones interesantes es la inducida por la descompo-
sicién en valores singulares. Un aplicaciéon importante de dicha descomposicién es obtener
la pseudoinversa de una matriz, lo que permite resolver sistemas singulares o sin unicidad de
soluciones. El trabajo consiste en describir la factorizacién, alguna de las aplicaciones y mostrar
algin ejemplo.

Bibliografia: |2 p. 258]

. Una matriz de Hessenberg superior es una matriz que es “casi” triangular superior. De

modo preciso, si A = (a;;), A es de Hessenberg superior si a;; = 0 si j < ¢ — 1. Dada una matriz
A cuadrada, existe una matriz de Hessenberg B y una matriz ortogonal P, tal que A y B son
conjugadas por P, es decir, B = P'AP. Dicha matriz B se puede calcular mediante el método de
Householder. Ademads, si la matriz es simétrica, se transforma en una matriz tridiagonal. Como
aplicacion, se puede mirar algiin algoritmo numérico en su versién para matrices tridiagonales
(por ejemplo, el método QR de Francis-Kublanovskaya).

Bibliografia: [3 p. 203]

. El método del gradiente conjugado permite resolver un sistema lineal con matriz simétrica

y definida positiva en sélo n iteraciones, donde n es el tamano de la matriz. Esto lo convierte en
un método muy util para resolver sistemas de este tipo, en particular, para calcular minimos de
sistemas cuadraticos. Se pide describir el método, implementarlo y aplicarlo a algunos ejemplos.
Opcionalmente, se puede explicar su aplicacién al cdlculo de minimos de una cuadrica definida
positiva, o de una funcién.

Bibliografia: [2 p. 204]

. El método de Brent-Dekker es un hibrido entre el método de biseccion y el de la régula-falsi,

que mejora la convergencia de ambos en los casos usuales. El método de Newton-Horner
permite calcular las raices de polinomios de modo efectivo. Se pide explicar ambos métodos y
mostrar algin ejemplo.

Bibliografia: [3, p. 203]

. Optimizacion sin restricciones. Un problema importante en optimizacion es el de obtener el

minimo de una funcién. Aunque se pueden utilizar los métodos vistos en clase para resolver este
problema, existen métodos especificos, como el de Hooke and Jeeves o el de Nelder and Mead.
Se pide explicar estos métodos y calcular algunos ejemplos.

Bibliografia: [3, p. 298] .
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